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THE INFLUENCE OF CURRENT RESULTS IN A EVENT-ORIENTED
DATA COLLECTION SYSTEM

The article discusses synchrenous and asynchronous procedures in the implementation of the microservices management
algorithm in an adaptive system for processing large data flows when collecting information on the main event-oriented ap-
proach in the implementation of the architecture of a software system that processes information in real-time. This approach
is important when processing large volumes of data from heterogeneous information sources, especially when the task is to
minimize the total processing time of large data streams and reduce the total numher of calls to data sources. The proposed
approach makes it possible, based on its adaptabhility, to manage the selection of the composition and the number of calls of
microservices to the sources, hy the events that occur during the collection of information. Thus, it is possible to determine
the choice of sources based on the assessment of the effectiveness of obtaining relevant information from them. This is espe-
cially important when processing large data flows from heterogeneous information sources when the task is to minimize the
total time of collection and processing of large data flows. In turn, this poses the task of minimizing the numher of requests
to information sources to ohtain a sufficient numher of data units that are relevant to the search query. The creation of ef-
fective big data processing systems requires constant development of approaches to the architecture of huilding software
applications. The event-oriented microservice architecture of the system makes it possible to adapt the operation of the
system to the loads on individual microservices and the efficiency of their work by forming and responding to relevant events
based on the analysis of relevant events that occur during the collection and initial processing of the received data. Depend-
ing on the specific task, it is possible to use hoth a synchronous and an asynchronous microservice management algorithm.
The article provides an analysis of the effectiveness of obtaining relevant data depending on the degree of consideration in
the evaluation of results and the formation of events, hoth the depth of the previous history of the results of requests and
the size of their gquantitative impact. The use of event-oriented microservice architecture can he especially effective when
developing various information and analytical systems that need, according to user requests, to access various sources of

information, analyze their data for relevance according to the request, and process large data streams.
Keywords: microservices; adaptation; event-driven architecture; big data.

Introduction

Data collection based on the processing of a large
number of information sources is considered one of
the standard methods for collecting information in
various spheres of activity of modern society, which
is related to both scientific and social, military,
and similar other studies. The use of electronic in-
formation carriers to a large extent determines the
approaches and methods of directed search and in-
creases the efficiency of both individual procedures
and information search in general.

The amount of information is constantly growing
from year to year, which leads to problems of order-
ly storage and purposeful search for the necessary
data. In proportion to the number of sources and vol-
umes of information, the complexity of the process-
ing task increases significantly. With a very large
number of electronic materials, soon it will simply be
impossible to find the necessary information without
using effective information processing methods [1].

Consolidation of information [2] based on the use
of highly effective methods of searching for infor-
mation relevant to the request using adaptive man-
agement procedures of the microservice architec-

ture of the software system can help in solving these
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problems. In a broad sense, consolidation can be un-
derstood as the process of searching, selecting, ana-
lyzing, structuring, transforming, storing, catalog-
ing, and providing the consumer with information
on given topics. The task of information consolida-
tion is one of the most important tasks of processing
large volumes of data [3].

With the increase in the amount of information,
the number of sources of information, scientific
publications, and electronic libraries also increases,
which has an impact on approaches to finding the
necessary information. The best of such sources lim-
it access to data repositories for monetization to sup-
port authors and support systems, this leads to sig-
nificant costs during constant high-volume searches
for information.

Different sources of information have different
content, which makes it logical to give preference to
those that contain a larger amount of sought-after
information to increase the efficiency of the search
and reduce the cost of paying for access to electronic
sources of information.

In some cases, data consolidation is the initial
stage of the implementation of an analytical task or a
project of a software information and analytical sys-
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tem [4]. One of the main processes of consolidation
is the collection and transformation of data for their
further efficient processing in the system. Also, an
important process is the evaluation of the quality of
the data obtained from the sources.

The main results that data consolidation should
provide for further comprehensive processing are:

e compact storage of large volumes of data;

e maintaining the integrity of the data structure;

¢ high-speed access to large volumes of data;

e control of data relevance.

In order to effectively search for data from a large
number of information sources, it is necessary to
consolidate data using specialized software tools
that will provide:

e effective selection of the most relevant sources
of information;

e the possibility of accumulating information
about the correspondence of sources during the ex-
ecution of the request;

e analysis of both the most promising from the
point of view of relevance and less relevant sources;

e taking into account the possibility of changing
the state of the sources upon repeated request;

e taking into account the information assessment
of promising sources from the point of view of rel-
evance for their arrangement.

The consolidation process is a set of methods and
procedures aimed at extracting data from various
sources, ensuring the necessary level of their infor-
mativeness and quality, transforming them into a
single format in which they can be loaded into a data
warehouse or analytical system.

Very often, when implementing various analytical
tasks, consolidation is considered as the initial stage
of implementation [5; 6]. The basis of consolidation
is the process of collecting and organizing data stor-
age in a form that is optimal from the point of view
of their processing on a specific analytical platform
or solving a specific analytical problem. Accompa-
nying tasks of consolidation are the assessment of
data quality and their enrichment, with the aim of
reducing the amount of information to be processed
in an information-search or information-analytical
system.

The main results that data consolidation should
provide for further in-depth processing are:

e high-speed access to large volumes of data;

e compact storage of large volumes of data;

e maintaining the integrity of the data structure;

e control of consistency and relevance of data.

A key concept of consolidation is a data source -
a data store containing structured data that can be
useful for solving an analytical problem. It is neces-
sary that the used analytical platform can access the
data from this object directly or after its conversion
to another format [6].
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Search plays a key role in the consolidation pro-
cess. Consolidation systems are built around the task
of aggregated search of query-relevant data from a
large number of sources. Therefore, the quality of
the consolidation system in general depends on the
correct choice of search methods.

Main part

The tasks of searching and processing data from
various sources very often require highly efficient
extraction of data from selected information re-
sources. Such a task has several important aspects
for development and analysis, which affect the pos-
sibility of significantly improving the efficiency and
cost of the collection.

This can be particularly important in terms of the
cost of performing individual operations and the
overall speed of data acquisition.

At the same time, the cost parameters refer to the
cost:

e access time to resources (data sources);

e the number of requests to data sources that pro-
vided the necessary information relevant to the re-
quest;

¢ use of communication channels with data sourc-
es;

e use of data collection technical support resourc-
es.

In addition, there are many tasks based on infor-
mation gathering, in which the main characteristics
are related to the time of data acquisition and are re-
lated to the need to obtain information in real time
[7].

Therefore, the task of building effective access
methods and algorithms that make it possible to re-
duce the overall cost characteristics can be very im-
portant.

We can distinguish three main approaches to
solving the problem of data collection from various
distributed sources of information, which are built
based on the use of microservice architecture. The
general structural scheme of solving the problem of
data collection from various extensive sources of in-
formation is shown in Fig. 1.

First, there are methods of sequential extraction
of data from a group of information sources. At the
same time, data extraction is carried out sequential-
ly with each of the sources after the end of data ex-
traction from the previous source [8]. In this way, a
queue of sources is established, which is determined
based on the processing of information search re-
sults, which are determined by evaluating the num-
ber of relevant data among the total number of re-
trieved records.

The second is methods of parallel extraction of data
from a group of information sources. Parallel ex-
traction methods are more efficient than sequential
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Fig. 1. General structural scheme of solving the problem of data collection

data extraction but require more technical support
and more powerful access channels to data sources.
Among them, there are two main approaches to as-
sessing the amount of available relevant information
in the sources and redefining the volume of requests
to each of the sources to ensure an increase in overall
efficiency [9].

At the same time, the efficiency of the i-th source

for the S-th session is defined as the ratio:
ES=RS/KS fori=1,..,N,

where N is the total number of sources used; S — cur-

rent session number; Ris — the number of received

data relevant to the request from the i-th source for

the S session; K l.S — the total amount of data received

from the i-th source for S session.

The synchronous approach of parallel extraction
of data from a group of information sources is char-
acterized by the fact that the determination of effi-
ciency estimates for each of the sources is carried out
after receiving results from all sources, regardless
of the moments of completion of collection by each of
them. Then the source from which the information
was received last determines the total time of each
session.

The asynchronous approach of parallel extrac-
tion of data from a group of information sources
is characterized by the fact that the determination
of efficiency ratings for each of the sources is car-
ried out after receiving the results from the first of
the sources at the end of data selection. At the same
time, it is not taken into account that the selection of
data from other sources has not yet been completed.
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Thus, in this case, for other sources, performance
evaluations for the current session are carried out
on unfinished sessions. This approach, on the one
hand, can significantly speed up the process of ob-
taining relevant data, and on the other hand, it can
significantly slow down the adaptation process of de-
termining the most relevant sources in terms of the
number of relevant data.

Regardless of the type of methods described
above, in the simplest case it is possible to determine
that DS = (RS — R51)/RS5 — change in the amount
of relevant data across S and S — 1 sessions.

An estimate of the amount of relevant data per
session S + 1 that is expected can be defined as

RFM'=RS+D,.

Then the value estimate for the next step can be

determined as follows

Kis+1 — F(_éiSH),
where F — the evaluation function, which is the im-
plementation of the event of a change in the value of
the amount of relevant data from session to session
for each of the sources.

In most cases, it is possible to evaluate the data
extraction performance for the current and previous
sessions for all sources

s-1 s
ES = B and Ef = Ry ,
K51 S

i i

wherei=1,...,N.

0 QLo
K; =c0nst=ﬁ, R; =0.
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Based on the received evaluations of the efficiency
of data extraction for the current and previous ses-
sions for all sources, it is possible to evaluate the
change in efficiency as a factor that can decisively
influence the determination of the decrease or in-
crease of K51 values — the total amount of data re-
ceived from the i-th source for session S.

DiS = El.s - El.s’l.

The change in efficiency for each session should be
affected by a certain coefficient, the value of which
should decrease for more previous sessions, which
can be defined as the effect of the time loss of the
influence of previous sessions.

Thus, the total effect of influence on K51 can be
defined as

ZiS+1 _ iDijUj—Sﬂ’
j=1
where v is the influence factor of the results of previ-
ous sessions.
But in the general case, not the entire previous
session history can be analyzed to determine the im-
pact, but only a few previous ones

S
ZiS+1 — Djvj7S+1,
where the value of 4 determines the number of previ-
ous sessions that are taken into account when taking
into account the influence of previous sessions.

Then the total amount of data received from the
i-th source for S + 1 session in a simpler fit can be
defined as

KiS+1 = Kl.s(l + Zis+1).

After that, the results are normalized according
to the received sum of K 5*! grades for the total size
of the session.

Although such a solution is quite simple, it re-
flects the general essence of the approach.

Important for this approach to determining the
number of requests to sources based on the estima-
tion of the number of relevant results is the study
of the optimality of this process depending on the
values: 2 — the number of previous sessions taken
into account when taking into account the influence
of previous sessions; v — coefficient of influence of
the results of previous sessions.

Analysis of results

For the analysis and comparison of the number of
previous sessions and the coefficient of influence of
the results of the previous sessions in the algorithm
described above, testing was carried out on the gen-
erated test repository. A test database was built from
10 data sources of 10,000 records with a percentage
of relevant records from 1% to 10%.

The analysis of the results shows that as the value
of h increases, the process of adapting the software
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Fig. 2. Analysis of the influence of the number
of previous sessions h

system to the characteristics of the sources increases
significantly and attains its maximum effect at a
value equal to 5. As additional studies have shown,
at values greater than 5, the further increase in ef-
ficiency, that is, the increase in relevant results,
practically was absent Similar results were obtained
at different values of the coefficient of influence of
the results of previous sessions v.

Analysis of the influence of v at h=5
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Fig. 3. Analysis of dependence on the influence coefficient v

The conducted testing and analysis of the depend-
ence on the influence coefficient v makes it possible
to determine that the most qualitative results corre-
sponding to the task can be obtained at values of the
influence coefficient of the results of previous ses-
sions from 2 to 3. The analysis carried out at smaller
values of v showed similar, but less expressive re-
sults.

Conclusions

The article examines the general structural
scheme for solving the problem of data collection
and describes the conducted testing of the depend-
ence of the adaptation efficiency of obtaining rel-
evant results on the number of previous sessions
that are taken into account when taking into account
their influence, and the influence coefficient of the
results of previous sessions, which determines the
degree of their consideration when calculating pos-
sibility estimates obtaining relevant data in the next
data collection session. Thus, a general increase in
obtaining relevant data in subsequent data collection
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sessions is predicted based on the analysis of previ-
ously obtained information about the availability of
such data in relevant sources.

This approach in the implementation of the data
collection algorithm makes it possible to signifi-
cantly reduce the number of requests to data sources
and, thus, reduce the time and cost of obtaining the
necessary data. Such an approach can significantly
increase the efficiency of data collection for various
information and analytical systems.
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B. 0. Kyabminmx, b. Croi
BNJIUB NOTOYHWX PE3YNBTATIB Y NOAIAHO-OPIEHTOBAHINA CUCTEMI 360PY IRHNX

VY cTatTi po3rnanaoTecs BapiaHTv peanisauii anroputMmy ynpasriHHS Mikpocepsicamy B cucTemi 360py Ta 06pOGKM BENMKMX MOTOKIB
[I8HVIX B pearibHoMYy Yaci Ha 0CHOBI aganTvBHOIO MigXody npy peaniaavii apXiTekTypu nporpamHoi cuctemu. AganTvBHICTb peanisalii npo-
rpamHoi cucTeMy [OCAraeThCs LLSISIXOM BUKOPYCTaHHS NOgiHO-0piEHTOBaHOI MikpaCepBICHOK apxiTexTypw. Peaniaauis nogiiHo-opieHToBa-
HOI MIKpO-CEPBICHOK apXITEKTYPY MOXITNBE 3 BUKOPUCTAHHAM, SK CUHXPOHHX, TaK | aCUHXPOHHMX MPOLESYD, LU0 BIUTMBAE Ha E(HEKTUBHICTb
360py Ta 06pOGKY JaHuX y Linomy. Takwui nigxig BaxxniBuii rpy 06po6Li BENMKX 06CSriB AaHVX, SKi OTPUMYIOTHCS 3 PI3HOPIOHVX 38 N0BHO-
TOK0, aKTYarbHICTIO T Nepiogom 36epexxeHHs [Kepesn inpopmadii. [Tov yboMy, SK NPaBuo, CTABUTLCS 38BAAHHS MIHIMI3yBaTy 3aranbHuii
yac 06pobKV NOTOKIB AaHVX. 38NpONoHOBaHWIA NifXin Jae 3Mory KepyBaTv BUGOPOM CKNIaay Ta KifbKOCTi 3BepHEHb MIKDOCEPBICIB [0 J)Kepesn
3@ nogismMu, Lo opMyTeCS Mig qac 360py iHpopmavii. opmyBaHHs nogivi nobygoBaHO Ha OCHOBI aHanidy pesynbTatiB OTPUMAHHS [aHNX
3 BIAMOBIAHMX IHCDOPMALIVIHUX [KEPES, L0 BUKOPUCTOBYIOTLCS Ans 360py AaHvx. Lle, y cBow Yepry, cTaBuTb 3aBAaHHs MiHiMi3alii Kirb-
KOCTi 3annTiB 40 [Kepen iHghopmalii 4ns 0TpMMaHHS 4OCTAaTHBOI KibKOCTI OQVHMLb [aHVX, PENeBaHTHUX noluykoBomy 3anuTy. [logiiHo-
OpiEHTOBaHA MIKPOCEPBICHA apXiTeKTypa CUCTEMM [O3BOJISE a[anTyBaTy po6OTy CUCTEMM [0 HABAHTaXEHb Ha OKPEMI MIKDOCEPBICU Ha
OCHOBI aHani3y nogii nig 4yac 360py | NepBUHHOI 06POBKN OTPUMAHUX JaHnX. 3aNexXHO Bif KOHKDETHOrO 3aBAAHHS MOX/IMBE BUKOPUCTAH-
HS1 SIK CUHXDOHHOIO, TaK | aCVHXPDOHHOIO anropuTMy YrpasiiHHG Mikpacepsicamu. Y cTaTTi npoBefeHo aHania eqeKkTVBHOCTI OTPUMAHHS
DENEBAHTHUX [aHVX 38NeXHO, SK Bifl CTYNEHs BPaxyBaHHs MONEPEHIX pe3ynbTaTiB npy (hopMyBaHHI NogiA, Tak | BENMYUH BPaxyBaHHS iX
BvBIB. BukopucTaHHs nogiiHo-opieHTOBaHOI MiKpOCEPBICHOI apXiTeKTypu Moxe 6yTv 0co6/IMBO eEKTVBHIM Py PO3POGLI PI3HOMAHITHIX
[HEhOpMALJiVIHO-aHANITV4HIX CUCTEM, SIKi aHANI3YIOTb BESMKI 06'eMU JaHNX 3 PIBHOMAHITHUX iHGOPMALIIIHIX [KEPES Y PearlbHOMY YaCi.

KniouoBi cnoea: mikpocepsicy; ananTalis; nopiiHo-opieHTOBaHa apXiTeKTypa; BENKi faHi. ~
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